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Three applications involving tl~c {~]:~:i ‘1’31 J as a mat}-line in a IIigh Speed
Networking and Met,a Superconl]}il  (. I II ~: U I ~ vjronn~wt  w~ill bc discussed:

1. IUVA – -fjemote lntc]  H(( i\[I )~isua’li~,ation al~d -Analysis is an
integrated software sJ’s[e]tI for scie]ltific data vi.sualiy,ation ancl
analysis. RIVA has l}VO rliajtlj con]poncnts. 1). A (;IJ1, called the
Flexible Flyer, rt’sidill~  011 :iII ,.‘3(;1 ~orkstati o]] that acts as a navigator
and a command and co] I t I o] {’len~cnl for 2). tlIc main clement residing
on the T31), a parall(Il ]I{:]s])(wtivc renderer al]d associated set of image
analysis tools. fi,s tlI(’ 1 ‘1(’xil)lc  l’lyer navig,aks  t.hc data, the processed
and rendered images al c r(It u rned to the user’s 1 aboratory via a gigabit
network. The rcsu]f is l}I(! i:llilily to en-l])lc)y l)]e capabilities of the T31)
in a complete] y irltcl[~(:[ ii’c (II vironment for lar~e scale scientific data
perusal and ana]ysi S,

11 } Ii~h Volume Syn( hei i{ A])(’]iurc  l{adar 1 ‘roccssil]  g. A complete
software suite for SA1{ I)) om ssing has been developed as a portable
system of SW codm. ‘1 III( il~i(ial t a] @ m acl]incs have been the T3D
and the Intel l’ara~o]l, ‘I!”llil [: currm Itly qmrating  on either machine as
a standalone system, cl 1 t] cn ~ proposed (]cf’clo])]tl(’]~ts seek to permit
flc!xible operatio] I ovtt ;I III UI II large) nciworki)~~ environment - to
include rnachincs aI ( }1( (; (xi dard S])ace l’li?, ht Center in Greenbelt,
Md. and at Ames l{w;[:a 1 (I1 [ ;cntcr ill No. Ca.. ‘1’hc ]Jcrspective being
developed is to rt!co~.1 Ii>.c t II: I f a lo]~~, duralion s])acelmrne SAR mission
can easily overtax t}l(: c;)] )ac} lies of any one irislitution)s processing
facilities. But b~ dcvc](~] ) i II g :-in mvironrncnt  t)) at can seek out
schedulab]e rcsourc(m ovci’ z 1 argc national networking infrastructure,
these missions can I}IO(WLS 1 :irge am ou]it,s of d at a without unduly
impacting any oIlo facil II)’.

111. Scalable Syntllci. ic l’on ,0s l;] rlkulatio]l. Caltw:)l/,J1’l. l) ave recent] y
embarked on a new )llojc~..t i( }r DA”R1 ‘A to dcsi[:n and implement a new
scalaMe architecture fo I i }IC 1 )01 )’s Advanced 1 )istributmd Interactive-.
Simulation pI’()~J’; Llll, ] ‘~Al{PA, all(i t}~e mi]itary smvices, have ]ong
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desired to be able to del)loy IIluch 1 a)gm siniul ations involving 1)1S. A
])reliminary arc) ]ilwtll  w pc tltlil tine the simultan cwus simulation of at
least, 50,000 entities lIas II(!(III  dc(crlnincx] :Ind experimental
implem entati ons h m’[.’ } wc [] i i, Tile architecture is to view the
Supercomputing nctwo r]; a:, a mci a ,Slll)ercC)lll]~~~t.er,  employing at least
two SW’S -- t}~e 0 aj’ ‘1’;11 ) :if ,)1’1, a]ld tile l]~tcl }’araxon  at Caltcwh -
and potentially SCVC) ;]1 11101’tI.


